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PROBLEM STATEMENT
Benchmarking Pipelines Using Probabilistic Models
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SOLUTION

Reproducibility-Centered Framework for Probabilistic Model Benchmarking

Data items pass through several highly configurable utility layers per node,

High-Level Resource
before being computed.

The framework builds an and Utility Configuration
execution graph from provided
modular nodes (left). Each node is
decorated with several
configurable utility layers (right).

Skipping Fully Computed Items

Smart graph computation will not only determine which nodes still
need to be executed on subsequent runs, but skip items in individual
nodes based on the current state of the benchmark.
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Better Reproducibility for
Downstream Method Benchmarking

Extensible Data
Caching Options

Batching & Sampling of Items

Items are batched together for efficient resource usage. Optionally, they are
sampled, allowing to compute scores over several iterations of the same data.

Resource Assignment

Resources to be used are configured at top level. Clear interface " fe%‘:]‘éce' .

definition allows for replaceable and customizable resource
definition - additional resources can be implemented. Resource
pooling allows for providing multiple resources, using available
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Advancing Reproducible and Transparent Benchmarking
The Framework will be released at the

. : , , , o end ofJanuary — star to get notified!
This work strengthens trustworthy Al evaluation by enabling reproducible benchmarking for probabilistic and resource-

intensive models. By decoupling benchmark logic from model execution and caching stochastic outputs, it ensures ""ﬁ A g D n
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